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Abstract
The field of reviews in the commercial and marketing application has
achieved growth in recent years. The websites that are most used in these
areas require reviews on the products and activities or services that they
make available to the user. Our goal is to be able to recognize the veracity
of reviews with different methods of machine learning and discriminate
against fake reviews.

1 Introduction

The reviews today are increasingly held in consideration by users when they
have to make a decision. The companies that make the content give much
importance, for instance, to their online reputation and to digital marketing.
Basically before making a purchase the reviews of other users are examined to
see if the seller is reliable. Together with the fake reviews, the problem of the
truth of online information expands if we consider identity verification, market
protection, brand management, malicious behavior and data journalism and
some organizations offer they help service given the importance of the web [1].
A huge number of sites provide the service of produce of fake reviews [2], [3],
[4], [5].
”Now everyone has a license to speak, it’s a question of who gets heard”[6].
This quote was by Aaron Swartz who talked about the transformation of the
communication and the freedom of diffusion.
Web platforms today can diffuse a lot of information in a restricted time and
it is difficult filtered the advice based on truth or fake. The safety, usability
and reliability of some platforms are compromised by the prevalence of online
antisocial behavior that can shape the others opinion [7]. Companies partici-
pate in customer with customer interactions in online public environments by
do not shown their identities to increase interest, and decrease resistance and
skepticism in the customers [8] [9]. The online interactions between client and
business become increasingly pervasive and have an increase in fraud and de-
ception [10]. A phenomena is the trolls, some previous work have demonstrated
that trolls are born and not made with unique personality traits like machiavel-
lianism, narcissism, psychopathy, direct sadism, vicarious sadism [11] and their
motivation divided in two macro group: boredom, attention seeking, revenge
and the other one fun, entertainment [12]. A dangerous method to produce fake
news or to influence people, not only a review about a product or a service, is
the sock puppetry phenomena [13]. These online modes are classified as mali-
cious behavior [7].
A huge volume of reviews on an item then serves as a valuable source of infor-
mation for a potential customer and it have a large effect on the popularity [14].
The form of electronic word of mouth among consumers is the source of informa-
tion with the greatest impact in decision-making processes [15]. Consumers tend
to refer to the reviews of others to minimize uncertainty and perceived risk [16].
A division of involvement of consumers shown that a low-involvement are af-
fected by review quantity rather than quality while high-involvement consumers
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are affected both by review quantity and by review quality [17]. Journalism has
verified and written several facts about fake reviews [18], [19], [20], [21], [22].
An approach for the detection of fake reviews is proposed with the utilization
of two different macro-features: the features of the text and the IP-address of
the user for the detection of the people who fake and their modality [23]. When
fake reviews are created by a group of bots or appropriate people, the impact is
more substantial in terms of diffusion and belifs of the users, but the evidence
has shown that the classification of fake reviews and reviewers is very difficult
while classification fake reviewer groups is much easier [24]. Expedia.com asks
the customer posting a review to have had an actual reservation at the hotel,
TripAdvisor.com does not, thus creating an environment that can allow fake
reviews. The reviews on TripAdvisor.com tend to be potentially fake respect to
Expedia.com [25]. The TripAdvisor detection of fake reviews, it goes through a
tracking system that examines a lot of of different attributes, from basic data
points, the IP address of the reviewer, the screen resolution of the device that
was used to submit the review [26]. An hotel near a competitor tends to have
more false and negative reviews than an hotel without close competitors [27].
The dataset used in this project is the op spam v1.4 [28], [29]. The previous
version of the dataset is used in [30], where the researchers is focused on the
positive review spam with N-Gram and SYN features with SVM classifier that
perform 90.1% The difference in datasets to train the model for detecting false
reviews is a problem for creating an abstract model that can recognize the fake.
It is a consequence of the different modality of the creation of the dataset and
the features that could be extracted uniquely. It is shown with a comparison
between the classification of the real-life data, that is considerably harder, than
the AMT pseudo fake reviews data generated. The Turkers have not the same
psychology state while writing such reviews as that of the authors of fake re-
views who have real businesses [31].

To resume fake reviews detection:

• Lexical features

• Content and style similarity of reviews from different reviewers

• Semantic inconsistency

• Public data available from Web sites

• Web site private/internal data

• Product related features

• Complex relationships among reviewers, reviews, and entities

In this project the aim is to find a method to detect fake reviews using Machine
Learning library like scikit-learn [32] and the Natural Language Toolkit (NLTK)
platform to work in the human language and translate it into processable data
[33].
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2 Methods

2.1 Libraries

The following are the main libraries used for the implementation of the machine
learning script for the spotting of fake reviews.

• NumPy is an open source extension of the Python language that add
support for the vector, for the multidimensional matrix (also for big di-
mension) and with mathematics function, in high level, with do operations
[34].

• Pandas is an open source easy-to-use data structures and data analysis
tools for the Python programming language [35].

• Scikit-learn is an open source library of automatic learning for Python
language. It contains algorithms for classification, regression, clustering,
SVM, logistic regression, bayesian classifier, k-mean, DBSCAN. It’s pro-
jected for operating with Numpy and Scipy libraries [32].

• Matplotlib is a Python 2D plotting library which produces publication
quality figures in a variety of hardcopy formats and interactive environ-
ments across platforms [36].

• NLTK is a leading platform for building Python programs to work with
human language data. It provides along with a suite of text processing
libraries for classification, tokenization, stemming, tagging, parsing, se-
mantic reasoning and others [33], [37].

2.2 Description of the dataset

The text files is formed with the reviews of different hotels in Chicago. Truth-
ful positive reviews come from TripAdvisor from the 20 most popular Chicago
hotels. The reviews were 6.977 and from these are eliminated [28]:

• 3130 non-5-star reviews

• 41 non-English reviews

• 75 reviews with fewer than 150 characters since, by construction, deceptive
opinions are at least 150 characters long

• 1,607 reviews written by new users who have not previously posted an
opinion on TripAdvisor

The deceptive positive ones are provided by Amazon Mechanical Turk https://www.mturk.com/.
The instructions were that the Turkers work for the hotel’s marketing depart-
ment, and to pretend that their boss wants them to write a fake review to
be posted on a travel review website. On this dataset, it is unclear whether
Turkers are representative of the general population that generate fake reviews
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[38]. Another similar problem is the fact that the model that will be shown
is trained only for Chicago hotel [38]. The number of truthful and deceptive
opinions is balanced by selecting 400 of the remaining 2,124 truthful reviews.
In this dataset are collected also 400 truthful negative reviews from Expedia,
Hotels.com, Orbitz, Priceline, TripAdvisor and Yelp and 400 deceptive negative
reviews from Mechanical Turk [29]. Its combination yields a dataset with a total
of 1600 reviews.

Figure 1: dataset

The original Dataset consists in txt files spread over several folders. Each
file have attributes such as:

• hotel name

• polarity

• text of the review

• truthfulness

For the construction of a dataset useful for our objective, the .txt files are merged
into a single .json file to facilitate processing and subsequent implementation.
This .json file is then converted into a dataframe thanks to the Pandas library
[35] with the following columns:

• text (str): the reviews

• description (str): hotel name and numeration of the review

• truth (binary): true or false

• polarity (binary): based on sentimental analysis, true or false
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Figure 2: File .json

2.3 Basic Feature Extraction

2.3.1 Part I

The first elaboration on this dataset is been possible with the extraction of the
easily features:

• Number of words

• Number of characters

• Average word length

• Number of stopwords

• Number of numerics

• Number of uppercase

Figure 3: First elaboration

2.3.2 Part II

The second elaboration on this dataset is been possible in local for the verifica-
tion of some peculiarities between them:

• Metric total length (int): total length of the review.
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• Metric avg sentence length (float): average length of the sentences in each
review.

• Metric polarity (float): index of how positive or negative the polarity is.

• Flesch kincaid grade [39] (float): the Flesch Kincaid readability tests are
readability tests designed to indicate how difficult a passage in English is
to understand.

• Coleman liau index [40] (float): this is another readability index, it’s based
on the following formula: 0.0588∗L−0.296∗S−15.8, where L is the average
number of letters per 100 words and S is the average number of sentences
per 100 words

• Automated readability index [41] (float): this readability index tells how
difficult is a text for grade level, and it’s calculated like 4.71*(charac-
ters/words) + 0.5*(words/sentences) - 21.43

Figure 4: Second elaboration with the addition of indexes

2.4 Data processing

After processing the dataset, the processing that is carried out on the text that
will subsequently be analyzed by the machine learning model is explained below.
This processing includes different methods for structuring the text using NLTK
[33]:
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Figure 5: Normal text

• Lowercase: typeface of small characters. For example, a, b, and c is
lowercase and A, B, and C is uppercase.

• Removing punctuation: it does not add any extra information. However
it removing all parts of it will help for the reduction of the size for the
training data.

• N-grams: is a sequence of n items from a given sample of text or speech.
Extract all 1-grams, 2-grams, 3-grams... and track word boundaries.

• Removal stopwords: refers to the most common words in a language,
there is no single universal list of stop words used by all natural language
processing tools Any group of words can be chosen as the stop words for
a given purpose. For some search engines, these are some of the most
common, short function words, such as the, is, at, which, and on. These
are words which do not contain enough significance to be used without
the algorithm.

• Stemming: usually refers to a crude heuristic process that chops off the
ends of words in the hope of achieving this goal correctly most of the time,
and often includes the removal of derivational affixes [42].

• Lemmanization: usually refers to doing things properly with the use of
a vocabulary and morphological analysis of words, normally aiming to
remove inflectional endings only and to return the base or dictionary form
of a word, which is known as the lemma [42].

• Tokenization: is the process of demarcating and possibly classifying sec-
tions of a string of input characters. The resulting tokens are then passed
on to some other form of processing.

• Pos Tagging: reads text in some language and assigns parts of speech to
each word (and other token), such as noun, verb, adjective...

This explanation has the sole purpose of specifying the sequential processes
that will be, in part, performed subsequently in the transformation function
(CountVectorizer and TF-IDF) of Sklearn for the features extraction and vec-
torization transform.
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Figure 6: Elaborated text

Figure 7: Pos tagging with n > 1000. Legend: NN: Noun, singular or mass;
MD Modal; VB: Verb, base form; IN: Preposition or subordinating conjunction;
JJ: Adjective; VBP: Verb, non-3rd person singular present; NNS: Noun, plural;
CD: Cardinal number; VBD: Verb, past tense; RB: Adverb.
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2.5 Word Embedding

Word Embedding are a group of methods for the features extraction from text
files. With the utilization of these features it’s possible the implementation in
machine learning algorithms to study the Natural Language Processing (NLP).
This method transforms the text into a vocabulary containing a vector, ready
for insertion into the machine learning model. The process of converting NLP
text into numbers is called vectorization in ML.

2.5.1 Count Vectorizer

The CountVectorizer transformer from the sklearn.feature extraction model has
its own internal tokenization and normalization methods. The fit method of the
vectorizer expects an iterable or list of strings or file objects, and creates a
dictionary of the vocabulary on the corpus. When transform is called, each
individual document is transformed into a sparse array whose index tuple is the
row (the document ID) and the token ID from the dictionary, and whose value
is the count [43]. To sum up it counts the number of times a token shows up in
the document and uses this value as its weight.

Figure 8: Parameters of Count Vectorized function

2.5.2 TF-IDF Vectorizer

TF–IDF, term frequency–inverse document frequency, encoding normalizes the
frequency of tokens in a document with respect to the rest of the corpus. This
encoding approach accentuates terms that are very relevant to a specific in-
stance. TF–IDF is computed on a per-term basis, such that the relevance of a
token to a document is measured by the scaled frequency of the appearance of
the term in the document, normalized by the inverse of the scaled frequency of
the term in the entire corpus [43].

Figure 9: Parameters of TF-IDF Vectorized function
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In both, the features used, specified the section Data Processing (2.4), are:
lowercase, stopwords, tokenization, n-grams

2.6 Gradient Boosting Classifier

The Gradient Boosting Classifier (GBC) [32], [44] is a ensemble method that
combines multiple decision trees to create a more powerful model. Gradient
boosting works by building trees in a serial manner, where each tree tries to
correct the mistakes of the previous one. The main idea behind gradient boost-
ing is to combine many simple models, like shallow trees. Each tree can only
provide good predictions on part of the data, and so more and more trees are
added to iteratively improve performance. An important parameter of gradient
boosting is the learning rate, which controls how strongly each tree tries to cor-
rect the mistakes of the previous trees. A higher learning rate means each tree
can make stronger corrections, allowing for more complex models. Adding more
trees to the ensemble, which can be accomplished by increasing n estimators,
also increases the model complexity, as the model has more chances to correct
mistakes on the training set. The main parameters of gradient boosted tree
models are the number of trees, n estimators, and the learning rate, which con-
trols the degree to which each tree is allowed to correct the mistakes of the
previous trees. These two parameters are highly interconnected, as a lower
learning rate means that more trees are needed to build a model of similar
complexity. In contrast to random forests, where a higher n estimators value
is always better, increasing n estimators in gradient boosting leads to a more
complex model, which may lead to overfitting. A common practice is to fit
n estimators depending on the time and memory budget, and then search over
different learning rates. Another important parameter is max depth to reduce
the complexity of each tree. Usually max depth is set very low for gradient
boosted models, often not deeper than five splits.
For instance, follow the validation test accuracy with 100 estimators on the left
and 1500 estimators on the right with the Count Vectorized feature extraction
in the Gradient Boosting Classifier:

In the left figure: with n estimators = 100, the accuracy increases with the
increase of the learning rate.
In the right figure: with n estimators = 1500, the accuracy decreases with the
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increase of the learning rate.

The function Gradient Boosting Classifier on the Sklearn library contains dif-
ferent parameters and for its implementation is used the GridSearchCV.
The machine for GridSearchCV is been a MacBook-Pro 2018, quad-core, with
a processor 2,3 GHz Intel Core i5 and a memory 8 GB 2133 MHz LPDDR3.

Figure 10: Parameters research

These are the parameters that the GridSearchCV returns with the count
vectorization in the Gradient Boosting Classifier. The search tooks 2316 sec-
onds.

Figure 11: Parameters GBC with Count Vectorized

These are the parameters that the GridSearchCV returns with the TF-IDF
vectorization in the Gradient Boosting Classifier. The search tooks 3022 sec-
onds.

Figure 12: Parameters GBC with TD-IDF
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3 Results

3.1 Accuracy

The three accuracy scores of the GBC The three accuracy scores of the GBC
Count Vectorized transformation TF-IDF Vectorized transformation

Figure 13: Comparison

3.2 Error

Mean Square Error: of an estimator (of a procedure for estimating an unob-
served quantity) measures the average of the squares of the errors—that is, the
average squared difference between the estimated values and what is estimated.
MSE is a risk function, corresponding to the expected value of the squared error
loss. The fact that MSE is almost always strictly positive (and not zero) is be-
cause of randomness or because the estimator does not account for information
that could produce a more accurate estimate.

• The value of the GBC with count vectorized transformation: 0.1313

• The value of the GBC with TF-IDF transformation: 0.1562

3.3 Confusion Matrix and Classification Report

In the confusion matrix:

• True positive: declare a result as true when the reality demonstrate that
it is true

• False positive (I type error): declare a result like true despite the reality
demonstrate that it is false
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• False negative (II type error): declare a result like false despite the reality
demonstrate that it is true

• True negative: declare a result as false when the reality demonstrate that
it is false

Confusion matrix of the GBC Confusion matrix of the GBC
Count Vectorized transformation TF-IDF Vectorized transformation

In the classification report:

F1-Score = 2 ∗ precision∗recall
precision+recall

Precision = TP
TP+FP

Recall = TP
TP+FN

Classification report of the GBC Classification report of the GBC Count
Vectorized transformation TF-IDF Vectorized transformation
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Figure 14: Precision-Recall

3.4 Roc Curve

ROC curve, is a graphical plot that illustrates the diagnostic ability of a binary
classifier system as its discrimination threshold is varied. The ROC curve is
created by plotting the true positive rate and the false positive rate with various
threshold. The true-positive rate is known like recall. The false-positive rate
is also known as the probability of false alarm and can be calculated as (1
specificity). The ROC curve is thus the sensitivity as a function of fall-out.
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Figure 15: ROC Curve GBC Count Vectorized

Figure 16: ROC Curve GBC TF-IDF Vectorized
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4 Conclusion

In this project an automatic learning method is tested with the aim of detecting
false reviews. The dataset where is extracted the data contains 800 true reviews
and 800 fake reviews. In the first part of the elaboration of the dataset basic
features is explained for a better comprehension. In the second part other
features is explained, these are some of the most famous readability indexes,
like Flesch Kincaid, Coleman Liau and Automaded readability index. The data
processing is implemented with the utilization of Natural Languages Processing
(NLP) used like the first step of the machine learning script. The hot part of
the feature extraction is with the Word Embedding where two different ways
for the transformation of the text of each review in a vector: count vectorizer
and TF-IDF vectorizer. Next the transformation allows to the building of the
machine learning algorithm and the model choose is been the Gradient Boosting
Classifier (GBC). The high possibility in the choosing of the parameters that
form the GBC made it necessary to use the GridSearchCV, and the return best
estimator is been the model and the parameters choose. In the last parts are
shown error, confusion matrix, classification report and the roc curve. Every
data and processes are implemented in the Jupyter Notebook file.

Figure 17: Summary
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5 Extra

Other models of machine learning have been tested with the same data process-
ing and the transformation TF-IDF, and these are the results:

Figure 18: Summary table of tested models

The elaboration of the data includes the same parameters specified in the sec-
tion TF-IDF Vectorizer (2.5.2). The tested models are not parameterized with
a GridSearchCV, but they are setting by default implementation by Sklearn.
The tested models fall into the categories:

• Ensemble Methods

• Gaussian Processes

• Linear Model

• Navies Bayes

• Nearest Neighbor

• Support Vector Machine

• Trees
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Figure 19: Train accuracy

Figure 20: Test accuracy
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Figure 21: Precision

Figure 22: Recall
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Figure 23: Area Under Curve

Figure 24: ROC Curve
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