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Abstract. The growing adoption of Trigger-Action Platforms (TAPs)
in the Internet of Things (IoT) paradigm has evolved users’ ability to au-
tomate their digital environments. However, this automation also intro-
duces potential threats to users’ privacy. To enhance users’ privacy deci-
sions and develop effective permission management systems, it is crucial
to understand users’ comprehension of privacy factors in the IoT. This
paper presents a literature review on privacy factors in the general loT
environment and compares them with users’ priorities and preferences for
privacy factors specific to TAPs. To this end, we earlier conducted three
Focus Groups (FGs) to gather users’ definitions and rankings of privacy
factors in the TAPs context. Through the comparison with the general
IoT literature, we highlight the similarities and differences in privacy
factors between TAPs and traditional IoT applications. The outcomes of
this study can inform the designers and developers with an emphasis on
privacy-centric IoT TAPs.

1 Introduction

The increasing connectivity and automation facilitated by the Internet of Things
(IoT) paradigm offer transformative capabilities across diverse domains such as
smart homes, industrial automation, healthcare, and transportation. In particu-
lar, Trigger-Action Platforms (TAPs) like IFTTT, Zapier and Microsoft Power
Automate have enabled end-users to automatize their own digital environment.
Indeed, it is easier than ever to connect multiple services or devices in a work-
flow by utilizing the formula ”if-this-then-that”. The opportunity of End-User
Development (EUD) [57] allows for simple IoT programming of users’ automated
behaviour which can eventually save time in their digital activities [58]. While
this technology offers a lot of benefits, it also creates potential threats to users’
privacy. Despite the users’ rights to privacy, a user-friendly and transparent
system between the services and devices to which users can connect and au-
tomate their IoT apps, such as usable privacy tools [I5J68], implemented with
users’ privacy requirements are still rarely considered. Enhancing the efficacy of
users’ informed privacy decisions is crucial in light of the growing automation of
dataflows [8] within IoT applications and their active pervasiveness. It is essen-
tial to begin with an understanding of end users’ comprehension of the privacy
factors influencing their digital lives [42] to develop usable permission system
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that facilitates the control of IoT apps, services, and devices. The protection of
users’ privacy should be emphasized in particular, in line with their preferences
and expectations. In the pursuit of designing usable permission management
systems, user-centric approaches that prioritize legal and users’ privacy require-
ments are essential to ensure the effective integration of IoT TAPs technologies
into users’ digital ecosystems. To create IoT TAPs services and systems that
protect privacy, system designers and developers need to comprehend which as-
pects can affect how individuals perceive their privacy in an IoT context. While
there is already a body of research addressing privacy concerns in traditional
IoT applications, IoT TAPs represent an evolution of the IoT landscape, intro-
ducing automation capabilities that extend beyond established paradigms. We
are interested to investigate the following RQ:

— RQ: What are the users’ privacy concerns on the traditional IoT applications
and how do they relate to and differ from the users’ priorities for privacy
factors concerning TAP?

This paper explores the users’ privacy needs and highlights the importance of
addressing privacy concerns and preferences in Trigger-Action apps, a subset of
the general IoT environment. In the broader context of IoT privacy, it has been
shown that users find the protection settings complex since they lack privacy
configurations awareness such as types of personal information collected and
how data is shared [44]. Individual preferences and expectations as well as social
norms play a role in users’ level of comfort and acceptance of data collection [47].
To address our research question, we conducted three FGs in the context of TAPs
and we compared the themes derived with the previous literature on general IoT.

Contributions To support the privacy by design development of IoT TAPs tech-
nology, our contributions are:

— a literature review on the general IoT privacy factors;

— presentation and ranking of privacy factors in the form of privacy preferences
and concerns that are prioritized by users regarding IoT TAPs;

— comparison and discussion of how users’ privacy factors on IoT TAPs go
beyond and complement the privacy factors on general IoT.

Our focus is on supporting the end-users in their privacy permissions manage-
ment in Trigger-Action applications. By recognizing the users’ privacy concerns
and preferences, we may build and deploy more reliable and trustworthy IoT
systems that satisfy users’ privacy expectations and needs.

Organization This paper is organized as follows: in Section [2] we introduce the
context of IoT TAPs, in Section [3] we explore the literature review of the tra-
ditional IoT, and in Section [] we present the participants’ definitions of the
most ranked privacy factors in each FGs. In Section [5| we compare and discuss
the similarities and differences between IoT and IoT TAPs and we conclude the
overview in Section [Gl
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2 Background on IoT Trigger-Action Platform

The role of an IoT Trigger-Action Platform (TAP) is to allow the end-users
to interconnect more than one IoT device and/or service. Such platforms host
the application where the users can design complex rules and processes that are
customized to their own needs by specifying triggers that start specific actions.
In IFTTT, the creation of the rules is based on a simple formula that is involved
in the corresponding “if-this-then-that” transactions. In TAPs, the trigger holds
a check on predetermined events (e.g., “if-this”), such as sensor data, user inputs,
or time-based triggers. Then, in response to the trigger, the action has the role
of carrying out predetermined tasks (e.g., “then-that”). The tasks could entail
communicating with web services, controlling IoT devices, or starting events
in other applications. This workflow can be illustrated briefly by the following
example use case (see Figure : if new video recorded then upload on a social
network. The user’s personal data is shared between the smart glasses that send
the trigger to the online social network that receives the action.

These workflows open a new set of privacy and security risks since the users’
integration of heterogeneous systems and services such as third parties that
perform actions involving personal user data [39]. Privacy leakages can hap-
pen due to improper configurations of the rules such as integrity and secrecy
violations [59]. Moreover, even physical safety is at risk (i.e., creating unsafe
conditions by turning off the heat in winter), as potential adverse effects can
arise from this workflow [10].

3 Literature Review

We conduct a literature review on scientific articles reporting user studies explor-
ing privacy factors in the IoT context. We believe that an extensive investigation
of the privacy factors in the traditional IoT context would provide the baseline
to confirm previous and elicit new concerns that are more related to IoT TAPs.

3.1 Procedure and Approach

We executed our papers gathering using the following query:

(privacy) AND (IoT OR Internet of Things) AND (factor OR
preference OR expectation OR concern OR attitude) AND (focus group
OR interview OR survey OR questionnaire OR user study)

We interacted with the web interface of ACM, Scopus, and the API of Se-
mantic Scholar for posing the search query. Overall, 376 papers were retrieved
from such scientific databases and we analyzed the title and the abstract of each
paper. After the exclusion criteria mentioned below were applied, a total of 53
papers were selected for our goal. Then, we looked in detail at the context, the
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factors, the participants, and the research methods to characterise with further
information the analysis. Beyond our query, the exclusion criteria were:

— literature review, book chapter, and poster;
— evaluation of a specific application or framework (i.e., dashboard).

The decision to exclude papers focused on evaluating specific applications or
frameworks is driven by the fact that these studies often examine contexts char-
acterized by unique features, functionality, and user interfaces, which can par-
ticularly be designed just for these particular scenarios. The details about the
papers retrieved from scientific databases are the following: Scopus E| resulted in
262 candidates and 40 of them were selected. ACM Pl resulted in four candidates
and one was selected and two of them were duplicates. Semantic Scholar API E|
resulted in 110 candidates and 12 were selected and two of them were duplicates.
The API of Semantic Scholar provides parameters that are not included in the
web interface, such as applying the query in the abstract. The total percentage
of the papers selected is 14%. One challenge during the paper selection phase
was the overlap of the taxonomy of a survey intended as a questionnaire and as
a literature review. For our scope, we refer to a survey as a questionnaire.

3.2 Categorization of papers

Contexts and Participants: We observed a recurring pattern in the selected
papers, indicating a shared context that can be extrapolated to smart home en-
vironments, general IoT settings, and healthcare IoT applications. Furthermore,
in the selected user studies pertaining to our research query, we identified three
primary groups of participants. These groups can be categorized as the Owners
of IoT devices, Experts in the field, and potential End-Users. In Section [ we re-
fer to End-Users as potential End-Users that can include Owners or not Owners
of an IoT device. Certain studies included participants who belonged to more
categories (e.g., these categories are not mutually exclusive).

Research Method and Privacy Preferences: The research methods of the
articles that we selected for this literature review involved questionnaires and
qualitative methods such as focus groups, semi-structural interviews, and in-lab
and field studies. Questionnaire has been widely used as a quantitative research
method. We organize the presentation of the factors exploited in the papers
selected for this literature review by distinguishing quantitative and qualitative
methods. In the Appendix, in Tables (4] and [5] we describe the privacy factors
considering the dimensions or constructs in the questionnaires, in Table [6] the
themes and codes in the focus groups as well as in the interviews, and in Table [3]
when the paper referring to mixed-methods. In these tables in the Appendix [7]
we mapped the privacy factors reported in the papers selected with our findings
in Section @

! https://www.scopus.com/search/form.uri?display=advanced
2 https://dl.acm.org/action/doSearch
3 https://api.semanticscholar.org/api-docs/
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4 Focus Groups

We conducted three FGs to explore the privacy factors related to the users’
concerns and preferences for using IoT TAPs [54]. We recruited 15 participants
for our three FGs on the university campus and via personal networks, who
were not limited to university staff members and students. The recruitment
message gave a brief introduction to TAP platforms and described the study as
an investigation of consumers’ views and opinions of IoT application scenarios
involving IoT Trigger-Action Platforms.
In summary, we organized each FG session consisting of three parts:

1. a prologue session where participants were welcomed, demographic questions
were asked, and their consent was obtained.

2. Following an introductory session, a subsequent general discussion pertaining
to TAPs was conducted, which was then followed by a focused discussion
exploring various TAP scenarios.

3. The FG concluded with the participants’ description of privacy factors and
a sorting task based on these.

For the purpose of this work, we discuss in detail the sorting task (see also Sec-
tion [4.1). The listing of such factors happened after general and scenario-based
discussions around users’ opinions, preferences, and concerns about TAPs and
three specific related scenarios (an example is in Appendix . These scenarios
were designed to illustrate different features of IoT apps and involved trigger-
action recipes with at least two entities, including an IoT device, to highlight
possible privacy concerns and ensure the validity of IoT app settings with data
flow between entities. We agreed with the participants about terms and defini-
tions of perceived privacy concerns and preferences extracted and we asked for
potential improvements to such a list in a collaborative way. Before the con-
clusion, we got the ranks of the sorting task and the explanations from the
participants of reason in the choice of the first ranked factor.

Fig. 1. When a new video is recorded with smart glasses then upload on social media.
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4.1 Definitions and ranking of privacy factors in TAPs

To enrich our literature review, we merged the research findings with the attitu-
dinal priorities of users in the context of IoT TAPs and related previous works.
To achieve this objective, we present the participants’ description of privacy
factors that happened after the scenario-based discussion to ensure comprehen-
siveness and design privacy-enhancing approaches. We asked the participants to
summarize and list the factors that arose in the discussion and named by the
moderators. Consider that the following privacy factors were described immedi-
ately after the discussions from the notes of the moderators. Furthermore, we
asked the participants to rank the factors based on how much of an impact each
element had on the utilization of the Trigger-Action applications. This sorting
task activity should not be interpreted quantitatively [19] due to both the small
number of participants and the differences in the number of factors and mean-
ing achieved from the FGs (e.g., a definition discussed in the FG1 may not be
discussed in the FG2). In Table [1| we list the set of the top-ranked privacy fac-
tors and the description given in a collaborative manner among the participants.
Six participants were concerned most with the control of the automation of the
Trigger-Action applications in order to review what was going to be shared.
Trust was selected as the first-ranked privacy factor by three participants as an
aspect that influences confidence in the adoption and usage of IoT devices and
the relative manufacturers. Two participants selected data sensitivity by refer-
ring to sensitive and personal information as well as financial or health data that
have various challenges and then perceptions of individuals’ privacy.

Table 1. Full list of participants’ top-ranked factor and its description

FGs Participants Privacy Factors Participants Quotes
The knowledge of what is possible,
1 P1 Level of Experience in the IoT has influence

in the privacy preferences.
Entity in charge of controlling data.
1 P2 Data Controller In Europe your data controller must
comply with the GDPR.
How sensitive is the activity?
1 P3, P5 Data Sensitivity Because maybe this activity could
involve more or less sensitive data.
The whole workflow must be sure

1 P4 Security of the workflow that everything is in the device,
like end to end for example.
P6, P7, That’s quite a goal to be in control.
2 P8, P9, Control before the final action First I want to see and
P10 then being able to take action.
L . You buy the device and you need to
2 P11 Trust in the device trust what is in and how it works.
3 P12 User Consent People acceptance, or _wha.t
allow your data participations.
it’s more like in a general sense.
3 P13, P15 Trust Do you trust some companies or not?
It’s binary.
3 P14 Control before the final action I would like to press the button

It’s me that decide when I share.
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5 Discussion

In this Section, we discuss the papers selected for this literature review to com-
pare the privacy factors in the traditional IoT with our findings presented in
Section ] and IoT TAPs previous works for addressing our research question.
We organize the following paragraphs by dividing questionnaires and interviews
as delineated in Section [3] We summarize the comparison in Table

General IoT Privacy Factors - Questionnaire: In the realm of smart home en-
vironments, the assessment of user acceptability depends on the principles of
contextual integrity concerning the flow of information. This entails an exami-
nation of information flows, encompassing the sender, recipient, attributes, sub-
ject, and transmission principles [7]. The intention to embrace IoT technology
is fundamentally influenced by perceived utility, ease of use, and privacy risk
perception [I6]. Additionally, the decision to replace older smart devices with
newer ones demonstrates a substantial correlation with perceived utility [36].
In conjunction with perceived utility, trust in IoT devices emerges as another
pivotal determinant in their adoption and usage within domestic settings [26].
An inherent optimism bias may mitigate concerns related to data practices, as
individuals often hold misconceptions regarding data collection, sharing, pro-
tection, and storage when compared to actual practices [2]. Moreover, the lack
of awareness, unfamiliarity, and complexity of IoT systems influence the con-
sumers’ decisions regarding device purchase [63]. The resistance to IoT adoption
is accentuated by apprehensions surrounding adverse consequences, particularly
within the framework of perceived risk models. Factors encompassing privacy
and psychological risks show a positive correlation with resistance to IoT device
adoption [24]. Anxiety resulting from potential security vulnerabilities and their
associated repercussions further diminishes the inclination to use such devices [9].
Additionally, concerns regarding data sharing with third parties and data reten-
tion impact the consumers’ intent to purchase IoT devices [I8]. The adoption of
IoT devices exhibits country variations, across the United States, Europe, and
India, where a key influencer in these adoption disparities is the level of trust
in governmental bodies [32]. Additionally, concerns related to transparency and
user consent are shared across these regions, with similar findings concerning
trust in companies reported in the UK [3I]. Indeed, in a survey with over 2000
participants explored the end-users’ willingness to share personal data to the
IoT services [50] it has been found the importance of building trust in those ser-
vices. Enhanced transparency and effective data control mechanisms positively
impact data sharing practices [67J62]. Furthermore, parental apprehensions re-
garding their children’s privacy revolve around surveillance by IoT companies,
as evidenced in [40]. Older adults, who stand to benefit from IoT-enabled liv-
ing support, encounter adoption barriers caused by technological proficiency and
physical limitations [60/50]. An exploration of healthcare IoT device adoption,
as detailed in [3], underscores the role of social influence as a positive factor,
while a lack of control over personal data emerges as an obstacle. A scenario
of crime prevention and healthcare was compared on the perceptions of privacy
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and security risks and third-party seal shape the security risk perception when
it concerns the healthcare preventive scenario [6]. The usage of smart devices
extends beyond owners, and an additional vulnerable population comprises by-
standers. Special attention is directed toward safeguarding their privacy and
ensuring adequate information dissemination [4T5].

General IoT Privacy Factors - Interviews and Focus Group: the data ownership
is a prominent privacy concern in IoT devices [45]. This issue is further exac-
erbated by the absence of robust regulatory frameworks within the domain of
diabetes-related IoT devices, a concern elucidated through interviews conducted
with healthcare experts, patients, and industry stakeholders [12]. There is an
identified expectation on the idea of the Privacy by Design for IoT to guide the
benefits and risks for the users [38]. Notably, this call for regulation is ampli-
fied by the phenomenon where users place their trust in IoT manufacturers to
safeguard their privacy, yet rarely engage in verification of the implementation
of such protective measures [69]. In the Australian context, experts emphasize
robust regulation because of their concerns about vulnerable communities and
the implications related the IoT devices [23]. In a smart campus, the students are
concerned as well for the vulnerable communities, the relative inequalities, and
the potential data breaches and third-party data sharing [I1]. User control and
reduced cognitive load, facilitated by privacy assistants, have been met with pos-
itive responses, as revealed in end-user interviews [14]. Informed decision-making
with respect to IoT device purchases is encouraged through the solicitation of
privacy information priorities from experts, with a particular focus on security
mechanisms and data handling practices [I7]. The lack of awareness regarding
privacy issues is a salient concern among smart home end-users, many of whom
possess a limited comprehension of associated security risks. Such awareness typ-
ically materializes following discussions with peers, exposure to news articles,
or observations of unexpected device behaviors [66/19]. Longitudinal interviews
conducted within home IoT environments have identified perceived benefits and
data sensitivity as key factors influencing users’ privacy considerations [1. Fur-
thermore, through the execution of four focus groups involving both end-users
and IoT experts, four overarching themes pertaining to privacy concerns have
been identified. These themes encompass data collection practices, the security
of ToT devices, data storage mechanisms, and the subsequent utilization of col-
lected data [49].

Privacy Factors in TAPs In our previous work, we conducted four focus groups
[54]. The thematic analysis resulted in 9 themes that correspond to privacy
factors such as transparency, control, trust, privacy of bystanders, risks, data
minimization, confidentiality, privacy/security trade-off, potential misuse, and
unexpected purposes or consequences. Similarly, in two FGs conducted earlier by
Liu et al. related to smart speakers a task for the participants was to provide their
concerns about privacy factors using a 10-Likert scale [37] including the collection
of personal information, location, behavioral information and the consequent
potential surveillance that includes unfair processing, excessive user profiling and
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third-parties sharing. Using implicit and explicit security and privacy priming
strategies on 20 trigger-action rules, it was shown that perceived benefits and
trust beliefs in online companies are two predictors of riskier rule selection [46].
Contextual factors such as trigger and action locations, when the application
runs, the online services involved, who can use and who is around were used
to understand the impact on concerns such as leakage of sensitive data and
unauthorized access [55]. Individuals’ privacy preferences were studied using
vignettes. The data type, retention time, third-party sharing, perceived benefit
and the location of the data collection are privacy factors that affect the concerns.
Indeed, their qualitative analysis confirms that users are uncomfortable when
the data collection involves biometric data and occurs in private spaces [4§]. In
[13] participants were exposed to secrecy or integrity risks of TAP applets and
provided experiences about accidental sharing of private information, including
incidental users, and about safety and security risks that belong to the control
of their devices or the execution of the applications.

Comparing IoT and TAPs privacy factors: Our sorting task analysis, as illus-
trated in Table [I] underscores the critical roles of that control and transparency
are crucial in supervising the automation process. As our participants’ priorities
show, this encompasses and extends to (pre)control before the final action (from
P6 FG2: "first I want to see and then being able to take action”) and trans-
parency of the data controller (from P2 FG1: ”the entity in charge of controlling
data”) in dealings with third parties, where third-party integration significantly
enhances the capabilities of TAPs. Users can actively select and integrate specific
triggers and actions offered by third-party services to construct their automation
workflows. However, in the broader IoT, third parties and in TAPs cases also
third parties performing the triggered actions may not always be visible or di-
rectly accessible to users. The escalating complexity and volume of self-executing
data exchanged among an increasing number of recipients continue to expand,
along with the functionalities of these systems, users are confronted with the
challenge of maintaining a comprehensive overview of data flows and processes.
In the traditional IoT context, the concepts of data storage and retention time
predominantly relate to the management of sharing settings, while in TAPs, since
the potential secrecy and integrity violations in TAP applications, users should
be given the ability to control and minimize the data to be shared by selecting
when, where, or what should trigger the execution of automated workflows using
conditional and contextual access and withhold sharing for a time period. These
factors are intrinsically held to granting users granular control over both data
sharing and app configuration settings. Due to misconfigured settings accidental
data sharing and reliability concerns can occur, and in TAPs, the amount of
interconnections between services and devices increases the likelihood of acci-
dental data sharing and unexpected device behaviour.

A common priority relates to the crucial importance of trust in IoT devices,
IoT manufacturers, and the regulations and certifications established by gov-
ernments. This priority is rooted in the imperative need to address concerns
related to surveillance, customer monitoring and profiling also in relation with
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the bystanders, incidental or secondary users. Previous studies have shown that
end users often prioritize the benefits offered by IoT technologies over privacy
risks [61J5253125]. However, there is a common demand for security countermea-
sures against hackers and data leakage, and users express a desire for updates
and standardization within the IoT environment.
In Table |2, the factors mapped are not precisely identical and should be in-
terpreted with caution. The column representing IoT TAPs Privacy Factors is
structured based on themes and codes derived from the analysis in our focus

groups [54].

Table 2. Mapping from traditional IoT to Trigger-Action IoT

Authors IoT Privacy Factors IoT TAPs Privacy Factors
[2018134150561271TI66] Data Storage, Data  Minimization: condi-
Retention Time tional and contextual access;
minimize data to be shared.
[3123160141] Social Norms Potential Misuse and Unex-

pected Consequences or Pur-
pose: social stigma; Privacy of
Bystanders: Consequences for
vulnerable populations.

[L6I5616115205:3125130] [60I50166126]

Perceived Usefulness
Perceived Ease of Use
Lack of Awareness,
Unfamiliarity,
Complexity

Privacy /Security trade-off:
convenience and usability.

| [6267I60051162] [323T10033]

Control and Consent

Control: control before the fi-
nal action, granular control in
the data sharing, granular con-
trol in the configuration.

Unexpected device behavior

Potential Misuse and Unex-
pected Consequences or Pur-
pose: reliability concerns for
automated trigger, accidental
data sharing, sensitivity due
to unspecified context, un-
expected data tracking/shar-
ing/processing.

Third-Parties
parency

and Trans-

Transparency: transparency
of data recipients, general
overview

Privacy of the Bystanders

Privacy of the Bystanders:
transparency and consent for
bystanders

Lack of Regulations

Trust: assurance guarantees

Trust in the IoT device

Trust in the IoT device,
Surveillance

Security risks

Security risks: hackers, data

leaks.

6 Conclusion

In this paper, we have undertaken a comparative analysis of privacy factors
within the context of Trigger-Action Apps (TAPs) in IoT and the traditional
IoT paradigm. The privacy concerns specific to TAPs were derived from insights
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gathered through three focused group discussions, and the prioritization of these
concerns was determined by participants in our prior study [564]. Simultaneously,
we conducted a comprehensive literature analysis to identify privacy factors in
the broader IoT landscape. Our research underscores the critical privacy fac-
tors essential for management and protection in the IoT TAPs. These factors
encompass the main characteristic of TAPs which is automation with the im-
perative need for user control and transparency to oversee the automation pro-
cess effectively. Moreover, it emphasizes the necessity for granular control over
data sharing and app configuration to enable users to maintain the integrity of
their data. Furthermore, our findings stress the importance of minimizing un-
intentional data sharing and reliability concerns, thereby enhancing the overall
security of IoT systems. Lastly, trust in IoT devices, manufacturers, and regu-
latory frameworks emerges as a crucial component in safeguarding user privacy.
To support the privacy by design development of IoT technology, we want to
emphasize the importance of supporting the end-users in their privacy permis-
sions management in Trigger-Action applications. By recognizing the potential
obstacles and threats, as well as the privacy factors that matter to the users, we
may build and deploy more reliable and trustworthy IoT systems that satisfy
users’ privacy expectations and needs.
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Table 3. Summary of Privacy Factors in IoT context with mixed-methods

Authors

Contexts

Participants

Privacy Factors

Wang et al. [60]

Healthcare IoT

End-Users

Sensitivity of Data Types, Usability, Conse-
quences for Vulnerable Populations, General
Overview, Control, Trust, Lack in Standard-
ization, Technology Knowledge

Zhang et al. [67]

General IoT

End-Users

Sensitivity of Data Types, Consent, Trust in
Controller Process Recipient, Convenience

Psychoula et al. [52]

General IoT

End-Users

Customer Monitoring, Unexpected Data
Tracking/Sharing, Sensitivity of Data
Types, Trust, Hackers, Consent, Third-
Parties, Privacy/Security Trade-off, Conve-
nience, Reliability Concerns

Alaiad et al. [3]

Healthcare IoT

Owners of
IoT Device,
Experts

Confidentiality, Data Leaks, Customer Mon-
itoring, Utility, Control, Unauthorized Ac-
cess, Sensitivity of Data Types, Third-
Parties

Gopalakrishna et al. [22]

General IoT

Experts

Standardization, Hackers, Encryption,
Trustworthy Data, Assurance Guarantees

Al-Ameen et al. [2]

General IoT

End-Users

Sensitivity of Data Types, Third-Parties,
Data Protection (Encryption of Communi-
cation, Encryption of data at rest), Condi-
tional and Contextual Access, Storage Pe-
riod

Williams et a. [63]

General IoT

End-Users

Granular Control in the Configuration, Cus-
tomer Monitoring, Consent, Unexpected
Data Tracking/Sharing, Surveillance, Third-
Parties, Usability, Encryption, Trade-off
Privacy/Security, Social Norms, Cognitive
Load

Marky et al.[41]

Smart Home

Owners of
IoT Device

Protecting Bystanders, Data Deletion,
Transparency and Consent for Bystanders,
Security Risks, Convenience, Usability,
Intrusiveness, Control, General Overview,
Social Norms, Sensitivity of Data Types,
Data Leaks
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Table 4. Summary of Privacy Factors in IoT context with questionnaires

Authors

Contexts

Participants

Privacy Factors

Railean et al. [53]

General IoT

End-Users

Hackers, Trust in IoT Device, Usability,
Assurance Guarantees, Clear Privacy Pol-
icy, Convenience, Trust in Governments,
Updates

Kowatsch et al. [30]

General IoT

Experts

Privacy Risk, Privacy Concerns, Trust in
organization, Expected usefulness, Per-
sonal interest, Intention to use, Willing-
ness to provide info

Ponciano et al. [51]

General IoT

End-Users

Collection of Personal Data, Data infer-
ence, Third-Parties, Trust in Governments
Utility, Granular Control in Data Sharing

Lee [34]

General IoT

End-Users

Conditional and Contextual Access, Trust
in Governments, Trust in IoT Manufac-
turer, Sensitivity of Data Types, Conve-
nience

Dong et al [16]

General IoT

Owners of
IoT Device,

Utility, Security Risks, Convenience, Reli-

Experts |ability, Data Leaks, Hackers
Hsu et al. [25] General IoT | End-Users |Utility, Unexpected Data Tracking/Shar-
ing, Trust in Controller Process Recipient,
User Consent, Third-Parties, Reliability,
Lack of Standardization
Ando et al. [0] General IoT | End-Users |Usability, Third-Parties, Customer Mon-

itoring, Assurance Guarantees, Unex-
pected Data Tracking/Sharing, Surveil-
lance, User Control, Transparency of Data
Recipients, General Overview

Alshehri et al. [5]

Smart Home

Owners of
IoT Device

protecting Bystanders, Data disclosures
Awareness to Bystanders, Sensitivity of
Data Types, Consent for Bystanders Util-
ity, Withhold Sharing for a Time period,
consequences on Vulnerable population

Apthorpe et al. [7]

Smart Home

End-Users

Trust in Controller Process Recipient,
Consent, Notification, Confidentiality, Re-
tention Time, Third-Parties, sensibility of
Data Types

Cannizzaro et al. [9] Smart Home | End-Users |Intention to use, Trust in Security, Data
Leaks, Unexpected Data Tracking/Shar-
ing, Trust in IoT Manufacturer, Trust in
ioT Device, Reliability Concerns

Wickramasinghe et al. [62][ General IoT | End-Users |Third-Parties, Unexpected Data Track-

ing/Sharing, Granular Control in the Data
Sharing, Transparency, General Overview,
Data Access, Consent, Data minimization

Lenz et al. [36]

Smart Home

Owners of
IoT Device

Privacy Concern, Switching Costs, Per-
ceived Usefulness, Ease of Use, Subjec-
tive Norm, Facilitating Conditions, Hedo-
nic Motivation, Switching Intention

Sah et al. [56]

Smart Home

End-Users

Data Collection Data Storage, Data Con-
troller, Retention Time, Purpose of Col-
lection, Anonymity, Data Leaks, Misuse of
Data, Third Parties, Data Deletion, Data
Minimization, Security

Jeon et al. |27]

General IoT

End-Users

Hacker, Data Minimization, Data Dele-
tion, Third-Parties

Jaspers et al. [26]

Smart Home

End-Users

Perceived Usefulness, Perceived Ease of
Use, Third-Parties, Excessive Collection,
Collection Unawared, Prior Knowledge,
Subjective Norms, Trust

Mann et al. [40]

Smart Home

End-Users

Data Controller, Data Deletion, Safety,
Consequences of Vulnerable populations,
Data Storage, Surveillance Awareness,
Consent

Alraja [4]

Healthcare IoT

End-Users

Privacy (Potential Misuse, Third-Parties,
Attitude, Conditional and Contextual Ac-
cess, Security, Safety of Execution, Trust,
Risk perception, Perceived Behavioral
Control, Behavioral Intention
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Table 5. Summary of Privacy Factors in IoT context with questionnaires

Authors

Contexts

Participants

Privacy Factors

Maus et al. [43]

Healthcare IoT

Owners of
IoT Device

Unauthorized Access to Sensitive Data,
Perceived Benefits, Surveillance, Control,
Transparency, Trust, Transparency of Data
Recipients, Usability

Lee [33]

Smart Home

End-Users

Perceived Benefits, Data Leaks, Control un-
expected Data Tracking/Sharing, Customer
Monitoring, Trust in Control Process Recip-
ient, Third-Parties

George et al. [21]

Smart Home

End-Users

Data Access, Privacy of Bystanders

Lafontaine et al. [32]

General IoT

End-Users

Trust in IoT Manufacturer, Trust in Gov-
ernments, Hackers, Unexpected Data Track-
ing/Sharing (Consent), Perceived benefits,
Security Risks

Emami-Naeini et al. [18]

Smart Home

End-Users

Third-Parties, Access Control, Sharing fre-
quency, Data Retention, Data linkage, Data
Inference, Security, Control, Trust in Recip-
ient, Security update, Usability, Purpose of
Collection

Kulyk et al. [31]

Smart Home

End-Uses

Usability, Confidentiality, Hackers, Encryp-
tion, Transparency, User Control, Unautho-
rised Data Access, Trustworthy safe service,
Trust in Controller Process Recipient

Wang et al. [61]

Smart Home

End-Users

Perceived Benefits, Perceived Risk, Control,
Confidentiality, Security Risk, Hackers, Util-
ity

Foltz et al. [20]

General IoT

End-Users

Surveillance, Customer Monitoring, Unex-
pected Data Tracking/Sharing, Secondary
use of information, Third-Parties

Hong et al. [24]

Smart Home

End-Users

Security Risk, Potential Misuse, Data Ac-
cess, Data Leaks, Control

Lee et al. [35]

General IoT

End-Users

User Consent, Customer Monitoring, Data
Leaks Unexpected Data Tracking/Sharing,
Hackers, Reliability Concerns, Excessive
Collection of Personal Information, Third-
Parties, increased Vulnerability due to mul-
tiple connectivity, Reliability Concerns mas-
sive spread of damage due to increased con-
nectivity, malware and ransomware

Yildirim et al. [65]

General IoT

End-Users

Improper Access, Secondary Use, Risks,
Trust, Utility, Consent, Unexpected Data
Tracking/Sharing, Encryption, Third-
Parties, Customer Monitoring

Kim et al. [28]

General IoT

End-Users

Perceived Benefits, Third-Parties, Potential
Misuse, Unexpected Data Tracking/Sharing,
Hackers, Trust in Governments, Sensitivity
of Data Types, number of IoT service, Us-
ability

Pal et al. [50]

Smart Home

End-Users

Convenience, Reliability, Control, User Con-
sent, Potential Misuse, Unexpected Data
Tracking/Sharing, Trust in Governments,
protecting Bystanders, Control, Reliability
Concerns
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Table 6. Summary of Privacy Factors in IoT context with qualitative methods

Authors

Contexts

Participants

Privacy Factors

Cleveland et al. [12]

Healthcare IoT

Experts,
End-Users

User Awareness, Trust in IoT Manufac-
turers, Unexpected Data Tracking/Sharing,
Sensitivity on Data Types

Abbott et al [I]

Smart Home

Owners of
IoT Device

Utility, Usage Restricted, Easy Setup, Phys-
ical Safety, Data Access, Multi-Users, User
Knowledge, Usability, Data Types

Liu et al. [37]

General IoT

Owners of
IoT Device

Data Collection, Unreasonable Consent,
Sensitive Personal Information, Opaque and
Unfair Data Processing, Excessive User pro-
filing, Third-Parties, Anonymization, Priva-
cy/Security Trade-off, Data Security and In-
tegrity, Low Readability

Harkin et al. [23]

General IoT

Expert

Consent, Data Security, Industry Standard,
Vulnerable Communities, Surveillance, Pri-
vacy of Bystanders, Encryption, Trust

Cheong et al. [11]

General IoT

End-Users

Convenience, Unexpected consequences,
benefits, Trust, Protection practices, Data
Leaks, Surveillance, Reliability Concerns,
Consent, Data Controller

Emami-Naeini et al. [17]

General IoT

Experts

Trust in the Device, Security updates, Sen-
sitivity of Data Types, type of senses on the
Device, Encryption of Data, Device Actua-
tions, General Overview, Granular Control
in the Data Sharing, Conditional and Con-
textual Access, Retention Time, Purpose of
Data Collection, Data inference, Control,
Data Access, Third-Parties

Colnago et al. [14]

General IoT

End-Users

Convenience, Data Security, Physical Safety
Potential Misuse, Customer Monitoring,
Trust in Governments Trust in Controller
Process Recipient, Surveillance, Granu-
lar Control in the Configuration, General
Overview, Withhold Sharing for a Time pe-
riod, Utility

Yao et al. [64]

Smart Home

End-Users

Utility, Trust, Transparency and Consent for
Bystanders, Withhold Time Sharing for a
Time period, Control

Zeng et al. [66]

Smart Home

Owners of
IoT Device

Physical Security, Hackers, Trust in IoT
Manufacturer, Trust in Governments, Third-
Parties, Encryption of Data at rest, Confi-
dentiality, Trust in the Device, Conditional
and Contextual Data Access, Surveillance,
Potential Misuse, Reliability Concerns, Util-
ity, Control, Privacy/Security Trade-off, Pri-
vacy of Bystanders

Padyab et al. [49]

General IoT

End-Users,
Experts

Personally Identifiable information, Data
Access, Potential Misuse, Sensitivity of Data
Types, Third-Parties, Hackers, Trust in
Governments location Device, Trust in IoT
Manufacturer, Retention Time, Confiden-
tiality, Data Aggregation, Consent, Sensitiv-
ity due to unspecified context, Reliability
Concerns, Unexpected Data Tracking/Shar-
ing

Kim et al. [29]

Smart Home

End-Users

Convenience, Trustworthy, Data Leaks, Au-
tomatic Control

Emami-Naeini et al. [19]

General IoT

Owners of
IoT Device

Unexpected Data Tracking/Sharing, Con-
trol, Types Data collected, Retention Time,
Purpose of Data Collection, Inferred Data,
Hackers, Confidentiality, Encryption, Lack
of Trust in IoT Manufacturer, Retention
Time, Data deletion, Granular Control in
the Configuration

Zheng et al. [69]

Smart Home

Owners of
IoT Device

Convenience, Control, Hackers, Data Ac-
cess, Confidentiality, Third-Parties, Trans-
parency, Data selling, Data Collection from
ISP, Trust in Governments, Trust in IoT
manufacture

Montanari et al. [45]

General IoT

End-Users

Data Ownership, Data inference, Granu-
lar Control in Data Sharing, social stigma,
Transparency of Data Recipients, Control,
Retention Time, Self-Hosting

Luthfi et al. [38]

General IoT

End-Users

Unexpected Data Tracking/Sharing, Data
Leaks, Encryption of communication Poten-
tial Misuse, Confidentiality, Transparency
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